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ABSTRACT  
  

When accidental spills of the contaminant occur in natural rivers, it is necessary to identify the contaminant source 

to minimize the damage from the contamination. Thus, we proposed new data-driven models to identify the 

pollution source location and spill mass in the river system. The models used the Breakthrough Curve (BTC) 

obtained from the downstream section as input data. Besides, both Whole Breakthrough Curve (WBTC) and 

Truncated Breakthrough Curve (TBTC) are capable of input data, which enhances the efficiency of accident 

response. For developing the models, a large number of numerical simulations under many spill cases with various 

hydraulic conditions were implemented by the Transient Storage zone Model (TSM). Finally, the performances of 

six Machine Learning (ML) models for WBTC and TBTC were compared. 
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1 INTRODUCTION   

When the contaminant spill accidents occur in rivers, predicting contaminant source is an ill-posed problem due 

to the lack of the observed data, and the complexity of the mixing processes. In order to overcome the lack of 

real tracer test data, contaminant spill scenarios were generated in this study. The transient storage zone model 

(TSM) was employed for the synthetic scenarios. In the TSM, the storage zone equation is modeled as well as 

the advection-dispersion equation for the main flow zone. This model doable the shape of the breakthrough 

curves (BTC) to a steep slope in the rising part and a long tail in the falling part, which is caused by storage 

effect. Accordingly, the contaminant spill scenarios were simulated with potential contaminant spill scenarios 

according to sensor location, spill location, spill mass, flowrate, and some hydromorphic data. 

The source identification models have been developed by Machine Learning (ML) approaches from several 
researchers in groundwater and surface water (Singh et al. 2004, Khorsandi et al. 2014). However, these models 
have lacked practical researches to apply in surface water. In detail, optimization approaches (Zang & Xin 2017) 
were much more performed in surface water. These methods had drawbacks to regard as feasible models due 
to constitutionally sizeable computational load. Therefore, this study carried out Machine Learning (ML) 
models to identify both spill location and spill mass of contaminant source. For developing the models, the 
contaminant spill scenarios were generated from TSM numerical model. Then, Breakthrough Curves (BTC) of 
spill scenarios were extracted into both Whole Breakthrough Curve (WBTC), and Truncated Breakthrough 
Curve (TBTC) features. Both types of BTC features were served as input variables of ML models, respectively. 
From this framework, six ML models, Decision Tree (DT), Random Forest (RF), Xgboost, Ridge regression, 
linear Support Vector Machine (SVM), nonlinear Support Vector Machine (SVM), were compared for both quick 
and accurate pollutant source identification. 

  
2 Methodology 
 
2.1 Contaminant spill scenarios 
To estimate TSM parameters, empirical equations, derived from the Principle Components Regression (PCR), 
were adopted. The contaminant spill scenarios were simulated in Gam Creek of South Korea. The numerical 
model used the finite difference method and the Crank-Nicolson method. The validation results of this model 
showed 0.9 R2  by the field tracer test data. The model domain consists of 39 km with 30 potential spill locations.  
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2.2 Machine Learning (ML) models 
In this study, six ML models, Decision Tree (DT), Random Forest (RF), Xgboost, Ridge regression, linear 
Support Vector Machine (SVM), nonlinear Support Vector Machine (SVM), were applied to find the most efficient 
algorithm for spill location and mass. Figure. 1 (b) and (c) show both WBTC and TBTC, which featured as BTC 
features as input variables of ML models. The training data set was given by 80% of total spill scenarios. Also, 
20% of these scenraios were used to validate the ML models. 

 
Figure 1. (a) Location of potential spill locations in Gam creek, (b) shape of WBTC, and (c) shape of TBTC 
 

  

3 RESULTS   

 
Figure 2. Comparison of 5-fold cross-validation results according to BTC type by each ML to predict (a) spill 
location and (b) spill mass 
 
As shown in Figure. 2, DT based models outperformed other models when WBTC is used to predict the spill 
location and mass. However the tree-based models failed to predict spill location using TBTC features. Only 
SVM-RBF showed accuracy over 0.7. The reason can be explained by the relative importance of each ML 
algorithms. Since the tree-based models highly depend on the slope of the tail calculated only in WBTC, these 
models are difficult to predict well with less contributed TBTC features. In the case of SVM, the overall feature 
importance is more distributed than the tree-based model. Thus, using only the TBTC features significantly 
contributes to the prediction. Consequently, nonlinear-SVM is the most optimal model for both spill location 
and mass. 
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